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Abstract — In this paper, singularly perturbed delay differential equation is solved by converting to first order ordinary
differential equation and using two- point Gaussian quadrature rule to approximate the solution. Numerically the values
of the derivatives and the integrals are approximated to get tridiagonal system. Thomas algorithm is used to solve the
tridiagonal system of the method. Convergence of the proposed method is analyzed
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l. Introduction

Singularly  perturbed  differential-difference  equations
(SPDDEs) arise very frequently in the mathematical modeling of real life
situations in science and engineering variational problems in control
theory[2],[6],[14]. In general, any ordinary differential equation in which
the highest derivative is multiplied by a small positive parameter and
containing at least one delay/advance parameter is known as singularly
perturbed differential difference equation. Lange and Miura [14]-[18]
published a series of papers extending the method of matched asymptotic
expansions initially developed for ordinary differential equations to
obtain approximate solution of singularly perturbed differential-
difference equations. Numerical analysis of singularly perturbed
differential - difference turning point problems was initiated by
Kadalbajoo and Sharma. In a series of papers, see [8]-[10], they gave
many robust numerical techniques for the solution of such type of
problems. Kadalbajoo and Sharma [8] elucidate a numerical method to
solve boundary value problems for singularly perturbed differential
difference equation of the form: , under the interval and boundary
conditions on and on . Kadalbajoo and Sharma [9] proposed a numerical
method to solve boundary-value problems for a singularly perturbed
differential-difference equation of a mixed type, i.e. which contains both
types of terms having negative shifts as well as positive shifts, and
considered the case in which the solution of the problem exhibits rapid
oscillations. Kadalbajoo and Sharma [10] described a numerical approach
based on finite difference method to solve a mathematical model arising
from a model of neuronal variability. Patidar and Sharma [20] combined
fitted-operator methods with Micken’s non-standard finite difference
techniques for the numerical approximations of singularly perturbed
linear delay differential equations. Kadalbajoo et al. [11] derived ¢
uniformly convergent fitted methods for the solution of singularly
perturbed differential difference equation (SPDDE). Kumar and Sharma
[13] presented a numerical scheme based on B-spline collocation to
approximate the solution of boundary value problems for singularly
perturbed differential-difference equations with delay as well as advance.
Amiraliyev and Cimen [5] derived a numerical method for singularly
perturbed boundary value problem for a linear second order delay
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differential equation with a large delay in the reaction term. The authors
constructed an exponentially fitted differential scheme on a uniform mesh
accomplished by the method of integral identities with the use of
exponential basis functions and interpolating quadrature rules with
weight and the remainder term in the integral form.

11. Description of the problem

Consider a linear singularly perturbed two -point
boundary value problem of the form: £y xOOO O0a x
yxO0OO0OMObxyxOOOOOfxO0O,00x01, (1)
on (0, 1), under the boundary conditions y x( ) OZ( )x
on-40x 00,

@ywmoo
where[7is small parameter, 0 0 OO0/ 1 andZ7is also
delay

parameter 00 OZ1a(),b()x X fx()and () Ox  are
bounded continuous functions in (0,1) and Zis a finite constant. For 20
0 the solution of the boundary value

problem (1) and (2) exhibits layer or oscillatory behavior depending on
the sign of Oa x()Ob x() .0 If

Oaxbx()0O ()O0O0OMDOO, where M is a positive constant, the
solution of the problem (1) and (2) exhibits layer behavior and if Oa

x()Ob x( )OO OM 0, it exhibits oscillatory behavior. The boundary
value Problem considered here is of the reaction-diffusion type,
therefore if the solution exhibits layer behavior, there will be two
boundary layers which will be at both end pointi.e., at xO 0 and x0O1.

111. Numerical Method

We divide the interval 0,10 O into N equal parts of mesh
size h, with 0.0 **y4,..., *voy, v 01 being the mesh points. Hence, we

have ¥, O ih, for i 0 0 to N . We choose n such that *, 0 2..In the
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010
Interval 000200 ,the boundary layer will be at the left

01 0O
hand side i.e., at xO 0 and in gO_ oo the boundary

layer will be at the right hand side i.e., at x O1. Therefore we calculate
the solution for three Different

u| o1 01 0
intervals OO0, ,%o, » and "o,,1%.

111.1 Left — End Layer For left hand layer
1

i.e.,, 00 Ox 2, by using Taylor’s expansion for y XOO O/40,we can
say that, yOOx-40 0y xOo 004y00axa
Hence,

[yOOOxd O y xO0 00 y xO0 040

By using this approximation in (1) we get,
yxOdO0OOyxOOOMO0axyxdOOOZOObxyxOOOOOfxOO
@)
Inregrating this equation from io; We get,
xid1l xid1l xid1l xid1l

XtOX_
1

yin:Oy;0 Oy xO0 O40dxO0 OaxyxO OO OOdxOObxyxdxdO0OO
O0fxdxOO

Xi Xi Xi Xi

4)
We use Gause-Legendre quadrature to approximate the value of this
integration, for which we need to change the limits to -1 to 1. For
this purpose, we introduce a
new variable u Where,
2 -x Ox; 0 %00 uh O00% 0 0, 0 u O
O x0OxiO10 xi 2
Using this approximation in (4) we get yio, O y; O
y(xio:0 )0 y(xi OL) ®)
Using two- point Gaussian quadrature we get
1

010 ooi1o

OfxdxdO Of0—~00f0—~=0,
4 EI\/;EI EI\/;EI

For any function f, continuous and differentiable in interval [-
1,1].

when u|:|L
V3’
1C
htluf
C \f3|:
2

uh 0% 0%
OXimO

O Xige OK,
1
hELo /T
where kp—=—>F, 2
2
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10
hl:lu*
0L uh[% OXig 0% 0 E \/EE u 00 x 0Kk,
V3’ 2 2
010
hoioo

Where kO —L———20L
2

Substituting this in (5) we get y;o,0
Oy;y xO0 0,0 020y xO ;040

hOaxO o, 0kyx0 00,000k Z0axO;0kyx00;0 0k 20 0

o_0o u|

2 OoOb xO jo;0k y xO O 0,0 OkO b xO ; Ok y xO O ; 0 OkOf xO 0,0 OkO
fxO;0kOOo

(6)

Now we use following approximations for the y values, y xO
010 k 070 Oy, 00k 020 yiOa,,
Ok 0400 yig;, Oy O
0 im0 h y ,

kng kopgr O

yiOolO oy hO OO

Similarly,

yx0 i 0 Ok 70 000010 kK ShA000 yitkBhayiod,

k [1 _ kO
yxOi010ka hy'DEDh oo yiol,

kp _

yxOiOkODOOO10 Oyidkyiol
O hO h

By substituting this in (6) we get,

h f xOo O jo,0kO0f xO ; OkOOg

u}
2
oo koo kO
BhOa xO i OkB-20b xO i OkE
200yi010 o

OO027k0Zh kO OZk hkd O O h Oaxd i010k0 2 Oa xO i OkO3 2 Ob
x0 i010k0 —20b x kO i O O 2 O0yi

O

g hkdo oz
0°0,0a xO im0k"

hkO?
Ob xO iE|1|:|kEI 2 Dny.m-
)
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We can say that,

Aiyin: O Biy; OC; yio; Oby,
For 10 Oi n 01, where
o kOg K
AODaxkO;00 ObxkOdO;00h _,
2 2
BiO ____ _OaxO;s0OkO OaxO;0kOh
2 2

k hO k
ObxO o, 0kO _ObxO;0kd____,
2 2
£ hkOOZ hk0OC;0O Oaxd,0kO
Ob xO jo,0kO ____h 2 2
hOf OxiO1 OkOO f Oxi OkOo % 0.
Z

111.2 Right — End layer For right hand layer
1

i.e., 20x01, by using Taylor’s
expansion for yOOx 020 we get, yOoOx
000 yOOxO0Oy000x0 Hence,
fy0O00Ox00 yOoOx 0400 yoOoxd
By using this approximation in (1) we get,
yxO0O0OOyxOOOMOaxyxd OO OZOObxyxOOODOOfxOO (8)
Integrating (8) from Xio; to X; gives us,

xi xi xi xi
yiOyioO0 Oy xO0 OZ0dxO0 axyxO0 OO 0O40dxdObxyxdxdO OO

OO0fxdxd0O
xidl xid1l xid1l xid1l

©)

Here the value of u for using Gauss-Legendre
Quadrature will be,

2x00xi01 Oxi DuhOxiO1 Oxi ud
0 xO
xi OxiO1 2

o
O
Sk
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o10
hoio0 UhDXilzll Ox;030

Xi xi Ok,
Ox 0O 5 Ox 0O

2
1
hEmTE
3
Where kO 5 )
m
At u ,
0Js
o10
hoio o
uh - x O ] 300
in:|1|:| 2 k,
2
hElﬂ%E
R T
Where kO ,
2

Substituting this is (8) giyes us, Vi
Oy;e; Oy xO ; 0400y xO 0,040

hOaxO;0Oky xO O;0 Ok “00a xO o0k y xO O 0,0 Ok 20 O
o_o u}
2000b xO Ok y xO O ;0k0O0b xO o, 0k y xO O ;0,0k00 f xO; OkOO f xO
|I:I1|:|k|:|[:||:|

(10)
Now we use following approximations for the y values y xO ;
Ok O[O Oy, 00k 040 yi[0,

Ok 000y, 0 y; 0

h

0 knOar kg
oooi0  h O0yO h oy

Oy0,

Similarly,
yx0i-10 Ok &0 oooiokOom koo
yi, h Eyiﬂl O h
nf
K[y Dky
i igls
yxa,okao hE" h 0510
kL _
O
yx0i010kO 00010 Oyidl dkyi.
O h0O h
By substituting this in (10) we get,
hfxkOoO;00O0fx0n,0kO0o04 hkO OO hko O
oo
2 00h a x0 i010k02 Ob xO i010k0 2 OOyidl
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o022z hkoozo koo h kO kO En0O2__2 Oa,0b,,
O00OhOaxkOoiOO20ax0i010kO 20bx kO i 00O 2 Ob xO i010kO h
200yi o OFn 02 0Oa,
o T 2hbn O fn.
oo koo kO N =20,40,80,160,and 320,for different  values of
O0OO0haxkODiOO20ObxkdiOO_200yi01 7and .0
ul
TABLE |
We can say that, THE MAXIMUM ERRORS IN SOLUTION OF
Gyiim O HyiiO Iy Obi, for nO EXAMPLE 1 WITH 0 0.1
Oi N-1, where , 0 N =100 N =200 N =300 N =400
11) hkd OZ h kO
GO _Oaxdo0kd ObxOm 0.01 3.157 e-003 1.605e-003 1.075e-003  8.083e-010
0.04 3.143e-003 1.599e-003  1.075e-003  8.033e-004
okd —h 2 2 0.06
0247h kO Ok OLh kFinally we can write the formulatD k ion in the matrix foom HiO —_hOax0iOkd— 2 0ax0i01 03 g7g 6.
kO 2 0ObxOi0kO _—as, 2 AyOb xO0O bi,O1where O kO 2 003
OBl C: 0 e e 0|:| l 365366&
ohkoOOhkO O —OaxOo,0kO_— Ob O B.". C, R : 02 4 o50e-
X0 io;OkO———h 22 h fxOo0;0k00 f xO jo; O kOOo by A o 003
o , 02 AnO1  BnO1CnOl .0 7.900le-
oo ‘O 014
0 a
O:
LyO0OxnO0 axO nd y xO n 0400b xO nO y xO nO O fx0 nO oo:: - e .Gl
.HnO1-.InO1 0: 00
o o
(12) O:-. . - Gz Hyz  IneO
We use following approximations in this equation.y Oy o 0O
yxO,000yx0,004yx00,00y,07"—"0% 2h 00 . .. 0 GNO1 H NO1O
yB2yDy y O Oyl---yNO100,
yooo*, 00 ndl on .
noLh b O Obl O Aly0 b2 --- bN-2 bN-1 OCNO1yN O
To get,
Oy D20y IV. Numerical Example
fn 00 nO1 2nn01 000 an OOyn O0ZynO120hyn01 OO00Ob yn n
An example of this type of equation is,
ul h O 0

oyOOOxO02y xO 0400 y x0 0 01, yoon O,

Rearranging this equation gives us,

(13)
AO0O D E F a,
For x,0, o n n n o
oo a oo u] oo g0 0J0x00 and y1O0O0O1

fn OOOh2 Oan 2hO0 ynO1 0002 h2 Oan Obn OO0 yn O00h2 Oan 2h00 yn OFor 1this  equation, solution ~ was  calculated for

We can say that, (14)
DnynO1 0 Enyn O FnynO1 O bn,
Where,
o Dn0O20an,h
o— i
o
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log|u-u(h)|
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Fig.1.Numerical solution for/0 0.1and 40 0.01 o

Fig.4. Convergence Plot
1

From this plot, it can be said that order of convergence for
08 this method is 1.

osf| B V. Conclusion
oap| [ 1 The numerical analysis of singularly perturbed delay
\ ‘ differential equation is discussed. In general numerical
R solution of second order differential equation will be more
3l difficult than numerical solution of first order differential
equation. Even though the numerical results are computed at
02 all points of the mesh size h , only few results have been
e o reported. It is observed that the present method approximates
04 2 = 2 == : the exact solution very well for hOZfor which other classical
) Toox ; finite difference methods fail to give good results. The effect

of the delay parameter on the solution has also investigated and

Fig.2.Numerical solution for/0 0.01and £ 0.04 -
1 i . i ‘ presented by using graphs. Convergence of the proposed

| | method is analyzed. The present method is simple, very easy
ogl A to implement and efficient technique for solving singularly
‘;‘ | perturbed delay differential equations.
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